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Abstract—In this paper, we present a novel method for 3D
geometric scene graph generation using range sensors and
RGB cameras. We initially detect instance-wise keypoints with
a YOLOv8s model to compute 6D pose estimates of known
objects by solving PnP. We use a ray tracing approach to track
a geometric scene graph consisting of mesh models of object
instances. In contrast to classical point-to-point matching, this
leads to more robust results, especially under occlusions between
objects instances. We show that using this hybrid strategy leads
to robust self-localization, pre-segmentation of the range sensor
data and accurate pose tracking of objects using the same
environmental representation. All detected objects are integrated
into a semantic scene graph. This scene graph then serves as
a front end to a semantic mapping framework to allow spatial
reasoning.

I. INTRODUCTION

In robotics, semantic 3D scene graphs can be used for
navigation and interaction within an environment by helping
robots understand and interact with their surroundings in a more
human-like manner. Such scene graphs also allow for structured
reasoning about the contained entities [1]. Constructing scene
graphs from images or videos involves significant challenges,
including accurately detecting objects, determining their at-
tributes, and identifying the complex relationships between
them under various conditions. Advances in deep learning,
especially in areas like object detection and relation prediction,
have significantly contributed to progress in generating more
accurate and detailed semantic scene graphs. Tracking of the
geometry and poses of known object instances over time is the
most important step to create and update such scene graphs
and connect the observations with spatial and background
knowledge to allow reasoning.

In this paper, we present an approach to track the poses and
spatial relations of object instances of known classes to create
and update a geometric 3D scene graph. For object detection,
we use a YOLOv8 [2] model that was trained to detect objects
and 3D bounding box keypoints in camera data. These rough
pose estimates are refined by matching 3D reference mesh

models to range sensor data. For that, we use a ray-tracing
approach to find correspondences between the meshes and the
actual sensor data. The detected objects are inserted into the
scene graph and tracked over time. In addition to building and
updating the scene graph, we add the detected instances into
our semantic mapping framework SEMAP [3] to automatically
determine spatio-semantic relations such as on, left-of etc. In
preliminary experiments, we present first results to evaluate our
approach in a real-world application example on a modified
PAL Robotics Tiago robot.

II. RELATED WORK

Research in 6D pose estimation of objects has seen sig-
nificant advancements, leveraging various techniques from
classical computer vision to deep learning [4]–[8], while
other work focuses on instance segmentation in 3D scenes
[9]–[11]. Generating scene graphs is typically accomplished
using comprehensive scene information in the form of dense
point cloud or mesh data, often obtained from simultaneous
localization and mapping (SLAM) techniques [12]–[15].

Kimera [14] is an approach to for real-time (SLAM) and
3D scene graph semantic reconstruction tailored for RGB-D
data. It focuses on creating a semantic scene graph of static
objects of pre-known classes based on a TSDF representation
of the environment. Building up on the Kimera scene graph,
Hughes et al. [16], [17] developed Hydra, a system that is able
to segment, insert and track objects in the scene graph. This
scene graph is a layered representation of spatial concepts at
different levels of abstraction (i.e. places, rooms, buildings)
and thus allows for further spatial reasoning, such as deriving
the room types from the objects therein as presented in [18].
However, this scene graph is still derived from a static map and
while it is updated to changes occurring during the mapping
process (i.e. loop closures), it is unable to adapt the changes
once the mapping is completed and thus cannot track dynamic
objects nor react to changes made during operation such as
robotic manipulation.



Voxblox++ [15] provides an instance-aware semantic map-
ping, which segments the scene into individual instances
of semantic objects detected by a Mask R-CNN network.
In contrast to Kimera, the objects are treated as individual
geometries and thus can be tracked individually in the scene.
Because Voxblox++ does compute a semantic scene graph, it
cannot be used for further spatial reasoning on the detected
instances.

In [19], Deeken et al. introduced SEMAP as a semantic
mapping framework to model and infer spatial relations
between objects and to reason about them. This framework
was successfully used in practical applications, e.g., to infer
the spatial relations of moving machines in a maize harvesting
campaign [20]. However, inferring and updating the relations
in this work is not real-time capable.

3D meshes are a standard data structure to represent real-
world objects. In contrast to Voxel/TSDF-based representations
they are memory-efficient and CAD models of a broad range
of common world objects are available or can be reconstructed
using 3D scanners. Dedicated hardware, such as NVIDIA’s
RTX make 3D meshes well-suited for real-time computation of
spatial operations, such as ray intersection tests. Consequently,
they have recently been adopted as a map format for various
robotics applications, including SLAM [21]–[23], map-based
localization [24], and path planning for navigation [25]. Integrat-
ing multiple meshes within a geometric scene graph enables an
accurate representation of a real-world scene including multiple
objects.

In this work, we demonstrate a system that shares the same
geometric scene graph consisting of meshes for both map-based
robot localization as well as dynamic object pose tracking. Our
main contribution is the scene graph creation with dynamic
objects using RGB images as priors and Mesh-ICP [24] to
refine their poses with depth sensor measurements. The tracked
6D object are fed into SEMAP to connect the geometric
information with semantic background knowledge. Our proof-
of-concept shows that this approach enables spatio-semantic
reasoning in dynamic scenarios with moving objects, in our
case a workbench scenario, where humans and robots interact.

III. SCENE GRAPH GENERATION

A. System Setup

Our test platform is a Tiago robot by PAL-robotics equipped
with a ASUS Xtion camera in the head that produces RGB-D
images at 30 fps and 640x480 pixel resolution (see Fig. 1).
We extended the stock setup with a NVIDIA Jetson Orin NX
and a Velodyne VLP-16. The Jetson operates with Ubuntu 20,
Jetpack 5 and ROS1 Noetic to ensure message compatibility
with Tiago’s base. Despite this old software stack, all developed
software modules are compatible with ROS2.

To build a map of our lab environment we used a high-
resolution laser scanner to capture the static parts of the
environment. We then reconstructed triangle meshes from the
captured point cloud using LVR2 [26].

The static parts of the scene, i.e. the parts of the building, that
are used for 3D self-localization using MICP-L [24] can be seen

Figure 1: Our test platform Tiago inspecting a table top scene
containing multiple objects.

in the bottom picture in Fig. 3. MICP-L is a part of the RMCL
library, which internally uses Rmagine [27], an optimized
library for spatial operations in 3D geometric scene graphs,
such as nearest neighbor searches or ray intersection tests.
Rmagine implements all functionality to create and update such
3D geometric scene graphs in real-time. Rmagine has a strong
focus on robotic applications and therefore offers interfaces
to different CPU and GPU-based acceleration techniques. It
currently implements two backends: Embree [28] for CPUs
and OptiX [29] for Nvidia GPUs - optionally accelerated by
RTX units.

B. Object Detection and Tracking

Our approach for the initial object pose estimation is similar
to [4]. First, the corners and centers of the detected bounding
boxes are predicted in image space (see Fig. 2a). The 6D pose
is then estimated by minimizing the reprojection error of the
known correspondences and dimension of the object bounding
boxes using perspective-n-point (PnP). For fast prediction of
the corners and centre points of object bounding boxes, we
use a YOLOv8s [2] keypoint model trained on 54000 synthetic
images generated with NVISII [30]. The objects and their 3D
meshes are described in detail in [31].

As the initial pose estimate solely relies on 2D image data,
errors – especially in depth and slight rotational ones – are
likely. Similar to other methods that use ICP on depth data to
refine the initial guess, we determine correspondences for pose
correction. Instead of determining them through point-to-point
matching, e.g., by sampling the surface of the original models,
we incorporate the sensor model and the known geometries
directly.

The initial pose and the geometric priors are used to build
an Embree scene graph [28] with Rmagine [27], containing
individual geometric instances for each object, allowing to
efficiently simulate the sensor using ray tracing. With the
exact camera model of the depth camera, correspondences
between the simulated and real sensor data are determined
along the direction of the of a hitting ray as shown in Fig. 2b.
Using the proper sensor model, the pose and the known
geometries (meshes) of detected objects, naturally results in
robust correspondences with respect to the previously described



(a) (b) (c)

Figure 2: a The scene and the detected keypoints and boxes. b The initial pose estimates (green) and the ray tracing correspondences (purple).
c The refined poses of the object instances (blue).

errors. Additionally, the method accounts for (partial) occlusion
between different instances by design.

As a result, each sensor data point Di(P ) is pointing at
a corresponding model point Mi(P ), referencing its surface
normal Mi(P ), and an instance/object id Mi(O) with i ∈ [0, n],
or in short Di(P ) → Mi(P,N,O). We transform this into a
set of correspondences per object instance: Oi : D(Pi) →
M(Pi, Ni, Ci). We discard correspondences based on a dis-
tance threshold which not only removes false assignments
around the boundary, it additionally enables us to effectively
prune false positives from the model. The distance between each
set of correspondences is individually minimized using [32],
resulting in a refinement for the initial guesses, which are used
to update the instances transformation in the scene graph. This
intrinsically minimizes the distances between the 3D models
and the sensor data and achieves high overall accuracy as
shown in Fig. 2. The procedure is then repeated. To better
account for uncertainty and occlusions, we plan to integrate
a Kalman Filter per tracked object in future work. This also
helps when the object detector fails, because the information,
that the simulation step still led to valid correspondences based
on the filter’s hypothesis, is integrated as well. Inversely, tracks
may be safely pruned with a high probability if the latter failed
and no occlusion is given.

Besides being robust, our method is also computationally
efficient. With the initial pose guess of the robot, we start to
find correspondences within a large scene. As described in
MICP-L [24], this has a run time complexity of O(n · log(m))
with n being the number of measurements considered and m
being a general parameter for the map’s size, which can be
either the number of primitives in a mesh or the number of
meshes with the same number of faces. Since the number of
measurements per scan is constant, the overall run time only
changes logarithmically with the map size.

Splitting the correspondences per object and computing
the transformation parameters is linear w.r.t. the number of
measurements, therefore it is not directly increasing with larger
maps. The actual update of the scene depends on how many
objects are found with the correspondence search and thus
depends on the situation. Assuming we have a large scene with
100 rooms, each room consists of 10 objects to be tracked;
1000 objects in total. The robot determines the correspondences
with the scene, corrects the robot’s pose, and starts to track

the visible objects; all with a O(log(m)) complexity. Since
the correspondences yield only the 10 objects placed in the
same room as the robot, the problem is reduced to track 10
objects out of 1000. If we escalate this example to even larger
worlds, e.g., having 1 million rooms, the number of tracked
objects remains 10. Only the correspondence finding procedure
increases, however only with a complexity of O(log(m)).

C. Sensor data pre-segmentation

While we track parts of the scene graph using sets of
correspondences, some measurements remain unassigned to
any object, e.g., if a certain distance threshold is exceeded.
Those uncategorized measurements occur if an object is visible
in the sensor data that is neither detected by YOLO nor is
existing anywhere nearby in the current scene. Such a situation
is visualized in Fig. 3. This pre-segmentation of the unknown
helps subsequent object detectors to recognize objects faster
and more reliably, as the number of measurements is reduced
to a minimum. In the scene of Fig. 3 we were able to reduce
an Velodyne VLP-16 scan from 25287 valid measurements to
3515 points, i.e., a reduction of ∼86% without losing relevant
information at all.

D. Integration with qualitative spatial reasoning

As a proof of concept, we input the recognized and tracked
objects into SEMAP [3] for instance-based spatial reasoning.
Fig. 4 shows the result of a query for objects that are on top
or left of other objects with respect to their local coordinate
systems. Such information can be used to build hierarchical
semantic scene graphs, or can directly be input into symbolic
task planning algorithms. In future work, we plan to use the
same scene graph structure used for pose refinement for the
derivation of topological relations in both the tracking front end
and the semantic backend. This would have several benefits.
First, the graph structure is already continuously updated in the
refinement steps. Second, the underlying acceleration structures
allow for distance and collision queries and have already
proven to be suitable for live updates and computations on
full resolution mesh geometries. Additionally, Rmagine allows
for perspective adjustment, e.g., to clarify directional spatial
queries. For example, without semantics, a cup (c) that is
standing in a cupboard (b) is just a cup and a cupboard, both
with transforms relative to the scene root (m): (T c

m, T t
m). Now,

if there was the actual semantic relation that the cup stands in



Figure 3: By tracking the geometric scene graph we can inversely
determine all the points that are unknown and use it as pre-
segmentation for other methods. The left image shows the Tiago robot
operating inside a real environment with a matched scene graph in the
right image, which is only composed of walls and doors. The points
that are not considered for tracking (red) give a pre-segmentation of
the sensor data that can help subsequent object detectors to produce
more reliable results.

Figure 4: Result of SEMAP queries on (red) and left-of (cyan) using
the refined object poses. Best viewed in color. The red box shows the
top projection abstraction of the bottom powerdrill and the cyan box
the left projection abstraction of the multimeter.

the cupboard, the transformations/connections in the Rmagine
scene can be updated to (T c

t , T
t
m) by using all the already

existing information T c
t = T t−1

m · T c
m. Mathematically, both

sets of transformations represent the same. These improvements
are the foundation for a continuous monitoring of 3D spatial
relations. This would enable the possibility of live 3D spatial
and temporal semantic reasoning, e.g., via recurrent neural
networks or pattern based complex event processing like [33].

IV. PRELIMINARY EXPERIMENTS

Since we want to run most of the computations on edge and
ensure real-time operation, it is important to keep the run times
low. Therefore, we measured the run times for each individual
module during the experiments in our research building. The

Table I: The properties of the meshes of the dynamic objects we
used in our experiments.

Object Faces Vertices
multimeter 100338 33446
screwdriver 26682 8894
materialbox 13617 4539

klt3147 14124 4708
relay 9312 3104

dynamic objects in the scene graph were presented in [31].
1824x16 measurements are used from the Velodyne LiDAR and
640x480 from the Asus Xtion camera; 336384 measurements in
total. The static parts of the scene consist of 411 698 triangles
and 411 698 vertices with a footprint covering an area of
2986.6 square meters.

By exporting the YOLO model as a TensorRT engine, we
achieved an average inference time of 15ms per image on the
Jetson board, however it consumes a majority of the available
GPU resources. Further optimizations include quantization,
which allows to use the boards DLAs, which will accelerate
inference time and free up GPU resources. Our proof of
concept implementation for the scene graph already results in
1.8Hz on the Jetson without any further optimization, when
doing 4 iterations of ray tracing on the full resolution mesh
models (cf. Tab. I) per frame with 10 Umeyama optimizations
for each individual object instance. Thus it is still being
considered fast by the criteria of the BOP Challenge [34],
with a run time less than 1 s per frame. The current ray tracing
implementation, which takes up the majority of the run time,
is limited to Rmagines Embree backend running on the CPU.
Using Rmagines OptiX backend or Embree with SYCL support
should drastically improve performance for ray tracing, as
shown in [24].

V. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach to detect and
track objects in a geometric scene graph. We connected this
front end to a semantic back end to allow spatial reasoning.
Overall, this approach yields good natural tracking results
and is expected to significantly reduce the computational cost
when tracking multiple objects. This would be amplified by
switching to Rmagine’s GPU accelerated backend. Future
work focuses on the efficient realization of spatio-semantic
queries utilizing the same underlying acceleration structures
and representation, which would allow building and updating
hierarchical semantic scene graphs and temporal reasoning in
live systems. Additionally we plan to evaluate our presented
method both on different 6D pose estimation and tracking
benchmark data sets, with different initial pose estimators.
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