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Abstract—Triangle mesh maps are a versatile 3D environment representation for robots to navigate in challenging indoor and outdoor environments exhibiting tunnels, hills and varying slopes. To make use of these mesh maps, methods are needed to accurately localize robots in such maps to perform essential tasks like path planning and navigation. We present Mesh ICP Localization (MICP-L), a novel and computationally efficient method for registering one or more range sensors to a triangle mesh map to continuously localize a robot in 6D, even in GPS-denied environments. We accelerate the computation of ray casting correspondences (RCC) between range sensors and mesh maps by supporting different parallel computing devices like multicore CPUs, GPUs and the latest NVIDIA RTX hardware. By additionally transforming the covariance computation into a reduction operation, we can optimize the initial guessed poses in parallel on CPUs or GPUs, making our implementation applicable in real-time on many architectures. We demonstrate the robustness of our localization approach with datasets from agricultural, aerial, and automotive domains.

I. INTRODUCTION

Localization is the task of estimating the state of a mobile robot in a reference coordinate system. It is the foundation for any mobile robot to operate autonomously in a given application environment. In many outdoor scenarios, localization is done via GPS or triangulation with predefined landmarks. However, in many cases, GPS is unreliable or not available at all, therefore other localization strategies have to be considered. Algorithms such as LiDAR-based SLAM have been developed to address this problem. In recent years, such SLAM algorithms have been improved in a way that even robots with low computational resources can estimate their current state in 6DoF while simultaneously mapping their environment in 3D. An increasingly important map representation in the context of SLAM is a Truncated Signed Distance Field (TSDF) \cite{1}. TSDFs can be transferred easily into 3D triangle meshes to compress the information encoded in the original map. Recently, algorithms have been developed to plan the motion of a robot over the mesh’s surface to a given goal \cite{2}. To execute such plans, reliable, frequent, and accurate localization in mesh maps is required.

Our paper presents a novel approach called MICP-L\textsuperscript{1} which enables robots equipped with arbitrary range sensors to be localized directly in triangle mesh maps. It is designed to be applicable to robots with varying computational capabilities. For that, MICP-L builds upon the open-source library Rmagine, presented in previous work \cite{3}. We contribute

- Robust range-sensor-to-mesh registration via hardware-accelerated ray casting correspondences (RCC),
- Accurate and reliable localization, tested in various real-world domains as shown in Fig. 1,
- Flexible workload distribution over CPU or GPU, enabling application on various hardware platforms,
- Support of arbitrary range sensor combinations.

II. RELATED WORK

Localization is a key capability required in many robotics applications and in the last decade researchers generated many approaches using various map representations, ranging from point clouds \cite{4}–\cite{8} to occupancy grids, signed distance fields (SDF) \cite{1}, \cite{9}, \cite{10}, meshes \cite{11}–\cite{16}, and more, e.g., neural representations \cite{17}, \cite{18}.

Generating 3D triangle meshes online \cite{16}, on system-on-chip (SoC) devices \cite{1} and for large scales environments \cite{11}, \cite{12}, \cite{19}, \cite{20} have become available. Meshes feature a closed surface and can be used for planning and executing paths of autonomously driving robots in unstructured environments \cite{2}. The success of mesh navigation software heavily depends on the robot’s ability to frequently and reliably localize itself with respect to the mesh map. In
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principle, global localization in triangle meshes can be done using particle filters [14]. Chen et al. introduced a Monte Carlo Localization (MCL) method for meshes, which utilizes LiDARs and OpenGL-simulated range images for importance sampling [15]. However, particle filter-based approaches produce high computational loads to track the robot’s pose. To overcome this issue, relative localization methods such as iterative closest point (ICP) are often used to track the robot’s pose [4], [5], [21]–[23]. All of them register a measured point cloud to a reference point cloud. Several publications, spanning from computer graphics to robotics research, have presented ICP-like methods that can register point clouds to reference meshes instead [11], [24]–[28].

In 2019, Mejía-Parra et al. solved point cloud to mesh registration with a novel approach of finding the closest surface point for each point cloud point using hash grids [27]. They evaluated their approach by registering point clouds to single meshes of closed objects. However, dealing with meshes of large environments, as in [15], introduces challenges beyond the scope of their methodology. For example, triangle mesh maps of interiors usually consist of walls with two parallel surfaces. If the initial pose estimate deviates just a little from the optimum, this would lead to matches between wrong wall surfaces. In addition, large meshes would drastically increase the size of the hash table, making it impossible to use on mobile robots. In 2021, Vizzo et al. presented an approach for mesh-based SLAM named PUMA [11]. They generated a mesh from a scan and registered the following scan to it by using ray casting correspondences (RCC). Their correspondences seem to be suitable to solve the mentioned issues of [27]. However, real-time capability was not even achieved for fractions of the entire mesh map, making it unsuitable for online operation on autonomous vehicles.

With MICP-L, we address the problems of [11] and [27] by introducing a lightweight method to find RC correspondences and optimize the pose estimation by utilizing NVIDIA’s RTX hardware for acceleration. We reach more than real-time localization even in large-scale mesh maps and overcome convergence issues of classical point cloud-based ICP [29].

III. MICP-L

MICP-L continuously registers range data acquired from one or multiple range sensors to a triangle mesh map, starting at an initial pose estimate. The general workflow can be summarized as follows:

1) Find ray casting (RC) or closest point (CP) correspondences,
2) Estimate the optimal transformation parameters $\Delta T$ through covariance reduction and SVD using either P2P or P2L as error measure,
3) Apply $\Delta T$ to the pose guess and repeat step 1).

A. Closest Point Correspondences

For point-cloud maps, locating the nearest model point to a dataset point is typically sped up by pre-building kd-trees or hash grids over the model. In mesh maps, the task differs slightly as finding the closest point on a mesh surface may not necessarily involve vertices but requires searching the nearest point on each face. We use the BVH implementation of Embree [30] to accelerate this operation.

B. Ray Casting Correspondences

Dealing with meshes allows us to use specialized RTX chips on the NVidia GPUs to efficiently compute ray-to-mesh intersections. We use this technique to accelerate finding so-called ray casting correspondences (RCC), introduced with PUMA [11]. For computing RCCs, we first convert each measurement $i$ of a range sensor into a ray representation, consisting of origin, direction, and range. Next, we use the given pose estimate to trace virtual rays along the paths that the real sensor would scan. The intersection with the map represents the actual point that would be measured if the sensor were at the estimated pose. We then project the Cartesian point of the real scan measurement onto the plane of intersection to determine the map correspondence. These RCCs allow matching scan points only to the surface closest to the range sensor, as shown in Fig. 2. This reduces the likelihood of drifting into other rooms during registration as shown in the experiments, subsequently.

We use Rmagine, a library to flexibly build ray tracing-based sensor simulations [3], for all ray casts. It decides at run time whether to compute the RCC on CPU [30] or on a NVIDIA GPU and, if available, utilize the RTX units for hardware-acceleration [31].

C. Correction

Finding RC or CP correspondences returns a list of scan points $D$ and map points $M$, where the $i$-th scan point $d_i$ corresponds to the $i$-th map point $m_i$. All points are located in the same coordinate system, e.g., the robots base frame.

Next, we search for the transformation parameters $\Delta T$, consisting of a rotation $\Delta R$ and a translation $\Delta t$, that best fit the scan points (dataset) $D$ to the map points (model) $M$. This can be done by minimizing the following equation:

$$E(\Delta R, \Delta t) = \frac{1}{n} \sum_{i=1}^{n} \| m_i - (\Delta R d_i + \Delta t) \|_2^2$$  \hspace{1cm} (1)

Our solver is based on Umeyama’s method [32] and enhances the computation of the covariance matrix for both CPU and
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\[ \bar{d} = c_A \cdot \bar{d}_A + c_B \cdot \bar{d}_B \]
\[ \bar{m} = c_A \cdot \bar{m}_A + c_B \cdot \bar{m}_B, \]
and then merging the covariances to \( \Sigma \) by
\[ \Sigma = c_A \cdot \left( \Sigma_A + (\bar{m}_A - \bar{m}) (\bar{d}_A - \bar{d})^T \right) + c_B \cdot \left( \Sigma_B + (\bar{m}_B - \bar{m}) (\bar{d}_B - \bar{d})^T \right). \]
From these more general equations, the conventional
Umeyama equations can be reconstructed by setting the
partition \( A \) as the current collection of all correspondences
including their mean and covariances beginning with
\((\bar{d}_A, \bar{m}_A, \Sigma_A, N_A) = (0, 0, 0, 0)\). For every new correspondence \((d_i, m_i)\) we build a new partition \( B \) with the parameters
\((\bar{d}_B, \bar{m}_B, \Sigma_B, N_B) = (d_i, m_i, 0, 1)\). After applying Eq. \(2\),
we override the partition parameters of \( A \) with the results and
repeat the whole procedure for each new correspondence pair.
This gives an exact iterative version analog to the
regular two-pass covariance computation method used in \([32]\).
Furthermore, Eq. \(2\) enable us to create well-balanced
CUDA kernels using reductions, as demonstrated in \(Fig. 3\).
By applying this to our problem, we can reduce the RCC
to two means, \( \bar{d} \) and \( \bar{m} \), and one covariance matrix \( \Sigma \) per sensor.
In our implementation, this is done either on the CPU
with OpenMP or on the GPU using CUDA kernels.

If the robot has only one range sensor, we continue with
computing the correction parameters \( \Delta R \) and \( \Delta t \) through
singular value decomposition (SVD) either using Eigen or
CUDA's cuSOLVER according to the original procedure of
Umeyama. Depending on whether the calculation is done
on the CPU or the GPU, the inputs and outputs are located
in CUDA buffers or in the RAM of the CPU, respectively.
This allows the development of pre- and post-processing
steps, where data is transferred between devices only on
demand to ensure maximum performance. After correcting
the pose guess, we repeat the steps of RCC and correction
until convergence. The entire workflow of both the CPU and
the GPU correction is shown in \(Fig. 4\).

D. Combined Correction

Using Umeyama’s approach and our modifications, it is
feasible to combine multiple range sensors and compute a
unified correction. For each sensor \( j \), we compute the means
\( \bar{d}_j, \bar{m}_j \), and covariances \( \Sigma_j \). Since all correspondences are
transformed into a shared coordinate system, we can merge
the means and covariances of all sensors with Eq. \(2\).
After merging the covariances of individual sensors, we can
determine the transformation components to obtain a total
correction \( \Delta T \) that contains the influence of every sensor.

Furthermore, we offer the option to replace the automatic
calculation of \( c_j \) with user-defined weights to model the
impact of certain sensors during correction. If every sensor
measurement is equally reliable, we propose selecting the
weights based on the number of correspondences, as described
in Eq. \(1\). A sensor with many measurements will automatically
have a higher weight assigned to it than a sensor with
fewer measurements.

Thus, we enable the correction of multiple sensor sources
by merging the intermediate covariances of each sensor.
In our implementation, we provide functions to generate a list of
partition parameters (one partition per sensor). Additionally,
we provide functions to fuse the partitions into one, either
uniformly weighted considering the number of measurements
or completely user-defined by freely choosing the weights for

Fig. 3: 1D example of covariance reduction given 4 correspondences
utilizing Eq. \(2\).

GPU by transforming it into a reduction operation, which is
a standard pattern for parallel computing.

Given two arbitrary partitions of correspondences \( A \) and
\( B \) that are used to perform the registration operations
\( D_A \to M_A \) and \( D_B \to M_B \). Then \( A \) has the partition parameters
\((\bar{m}_A, \bar{d}_A, \Sigma_A, N_A)\) and \( B \) has the partition parameters
\((\bar{m}_B, \bar{d}_B, \Sigma_B, N_B)\). Given those parameters, we search for
the parameters \((\bar{m}, \bar{d}, \Sigma, N)\) of the concatenated correspondences
by only using the given partition’s parameters. We begin with updating the total number of measurements \( n \),
dataset and model means \( \bar{m}, \bar{d} \) by
\[ N = N_A + N_B \]
\[ c_A = N_A / N \]
\[ c_B = N_B / N \]
\[ \bar{d} = c_A \cdot \bar{d}_A + c_B \cdot \bar{d}_B \]
\[ \bar{m} = c_A \cdot \bar{m}_A + c_B \cdot \bar{m}_B, \]
and then merging the covariances to \( \Sigma \) by
\[ \Sigma = c_A \cdot \left( \Sigma_A + (\bar{m}_A - \bar{m}) (\bar{d}_A - \bar{d})^T \right) + c_B \cdot \left( \Sigma_B + (\bar{m}_B - \bar{m}) (\bar{d}_B - \bar{d})^T \right). \]

(a) Pose estimated (-0.5, 0, 0.2) off the real pose.
(b) Correction with 2D LiDAR (red) only.
(c) Correction with virtual wheel sensor (green) only.
(d) Combined correction of virtual wheels and 2D LiDAR.

Fig. 5: Visualization of a combined correction until convergence.
a) shows the pose guess from which the correction starts. It is
approximately 0.2 m over the ground \( z \) and -0.5 m in the \( x \) direction
of the ground truth pose (green robot). b) shows the correction results
using only a 2D LiDAR. Here, the robot cannot correct the \( z \) error.
d) shows the combined correction results considering the single
corrections of b) and c) by combining two covariances.
each sensor. To better understand how they can be combined for correction, consider the following example: We want to localize a robot in a 3D map. This robot is only equipped with a 2D LiDAR, making it difficult to estimate its exact 6DoF pose in the map. However, we know that our robot is on the ground most of the time. We can use this information to attach an additional virtual scanner as Rmagine’s OnDn model to the robot that permanently scans from the wheel centers to the ground. This virtual scanner generates fixed distances equal to the wheel radius. Using this virtual scanner and the 2D LiDAR measurements, we can build two covariance matrices for a given pose estimate. The combination of those two is visualized in Fig. 5. Thus, MICP-L can localize a robot equipped with various range sensors. A list of supported configurations is listed and discussed in [3].

IV. EXPERIMENTS

Our experiments aim to analyze our software according to our predefined requirements, as well as to provide a comprehensive overview of its capabilities and limitations. First, we evaluate the localization performance on three challenging real-world domains: agriculture, automotive, and drones. Second, we compare our hardware-accelerated RCC with classic point-to-plane correspondences. Third, we give a detailed overview of MICP-L’s computational demands.

A. Localization Performance

Quantifying localization performance necessitates superior localization systems capable of producing precise ground truth data. To mitigate potential errors associated with ground truth estimation, we initially present results obtained from a simulation environment where perfect localization is inherently guaranteed. However, simulations have inherent limitations in terms of realism. Therefore, our second series of experiments focuses on evaluating localization accuracy in real-world datasets.

1) Simulation: For our experiments, we used a Gazebo world called AVZ, available in the ROS package uos_tools. In this world, we placed a robot equipped with a Velodyne VLP-16 and applied Gaussian noise to the simulated LiDAR data with a standard deviation of 0.8 cm. First, we run MICP-L giving a stationary robot a pose guess near its real position. It converged to a translation error of 0.2 mm. The fact that the error is smaller than the sensor inaccuracy can be justified by the fact that the individual errors average out on the surfaces during registration. In the next experiment, the robot moves through the simulated AVZ environment with a simple, but inaccurate pose estimation based on odometry. MICP-L continuously corrects this estimate to the mesh, and we compared the resulting corrected trajectory to the perfect ground truth provided by Gazebo. For two test drives, the ground truth trajectories, red and blue, are shown in Fig. 6. As a localization metric, we tracked the mean absolute pose error (APE) to the ground truth trajectory. The odometry resulted in a mean APE of 8.228 m and 4.5485 m for the red and blue trajectory, respectively. By continuously correcting the odometry using MICP-L, we improved it to 0.98 cm for the red and 0.86 cm for the blue trajectory. This shows that MICP-L is able to correct the inaccurate odometry estimate, achieving an average accuracy of below 1 cm.

2) Real-world: To demonstrate the performance of MICP-L in real-world scenarios, we tested our software across various domains, each one providing unique challenges. In agriculture, the environment is particularly unstructured, e.g., parts of the map are constantly changing, like trees moving in the wind or plants growing. The automotive domain includes driving cars with fast translational changes in large environments. The drone datasets contain full 6DoF movements, in contrast to the previous domains with fewer degrees of freedom. Additionally, we selected the drone dataset to specifically assess MICP-L’s performance in GPS-denied environments.

LERO - Agricultural: The following experiments investigate MICP-L’s performance in agricultural environments and the integration in the mesh navigation framework [2]. For that, we used the agricultural monitoring robot Lero, which is equipped with an Ouster OS1-64 LiDAR. Lero provides two Intel NUCs, both capable of hardware accelerating MICP-L with RTX GPUs as specified in Tab. III. To build a reference map, we recorded a point cloud of the environment using a Z+F IMAGER 5016 high-resolution terrestrial laser scanner and reconstructed a triangle mesh with LVR2 [19]. The resulting mesh and the robot are shown in Fig. 7. The map consists of around 2 million triangles and covers an area of 154 m × 163 m. It exhibits many beds with a width of about 75 cm, usually 10 m long, and a track width of one meter next to each other. For autonomous robot navigation, we used the Continuous Vector Field Planner (CVP) [2] and the high-level control framework Move Base Flex [33] and recorded three test drives. We observed that in every test drive, Lero was able to robustly navigate across the field and arrive at the given goals precisely, showing that MICP-L synergizes with the CVP. Lastly, we extracted the trajectories estimated by MICP-L, the EKF, and an RTK-GPS module, shown in Fig. 7.

MulRan - Automotive: As datasets from the automotive domain, we selected the KAIST sequences of the MulRan datasets [34]. In each of the three sequences KAIST01, KAIST02, and KAIST03 the same car drove mostly through urban areas while continuously recording data from several sensors such as a LiDAR, an IMU, and a GPS. Moreover, each sequence is attached a single point cloud representing the entire sequence. We used the point cloud attached to
In addition to examining mesh-based tracking algorithms, we conducted a comparative analysis with the point cloud-based method KISS-ICP [8]. To generate the required point cloud map, we uniformly sampled points on the already existing mesh map until reaching a density of 100 points per cubic meter, resulting in a total of 33,937,654 points in the map. Both the point cloud map and the mesh map are visualized in Fig. 9. Subsequently, after executing PUMA and KISS-ICP in tracking mode, we contrasted the outcomes with those obtained using MICP-L under various configurations. The results, as presented in Tab. II, indicate that MICP-L performs on par to KISS-ICP.

**Hilti - Drone:** In the final experiment, we used the sequences "Lab" (LAB) 1, 2 and "RPG Drone Testing Arena" (UZH) 2, 5 from Hilti SLAM challenge [35], as they contain OS0-64 LiDAR data as well as 6DoF ground truth data from an external motion capture system. We used HATSDF-SLAM [1] to generate mesh maps from UZH02 and LAB02 using the ground truth as prior. In LAB02, we additionally disabled the registration in order to generate the map using the ground truth only. With the IMU of the OS0-64 and a Madgwick filter [36], we computed an orientation prior for MICP-L and limited the RCC to a maximum distance of 0.5 m. We then ran MICP-L on LAB02 and UZH02 as well as on LAB01 and UZH05. The estimated trajectories are shown in Fig. 8. Again, we tracked the APE between ground truth and MICP-L trajectories. In average, we measured errors of 2.2 cm, 1.0 cm, 21.5 cm, and 22.3 cm for LAB02, LAB01, UZH02, and UZH05, respectively. An issue with HATSDF-SLAM’s TSDF approach is that cells can be overwritten during mesh generation. As a result, the mapping process produces accurate 3D maps but does not guarantee that the map exactly matches the ground truth, i.e., measuring the APE alone would not be meaningful. Accordingly, we chose the RCC and P2M as second metrics to measure the actual registration performance. The averaged P2M for both the ground truth and MICP-L are shown in the bottom part of Tab. II. On Hilti datasets, all RCC scores are 100 % since the map is a closed surface and a scan point never exceeds the limit 5 m from the mesh.

**Fig. 7:** Autonomously navigating the agricultural monitoring robot Lero on a field. For each drive a), b), and c) we recorded the trajectory of the EKF (red), MICP-L (green), and an RTK-GPS (purple).

In addition to the ground truth baseline we executed PUMA [11] with the exactly same configuration: The same map, the same distance threshold, the same point-to-plane metric using RCC, and the same odometry prior. However, besides not reaching the framerate of the sensor by far, PUMA lost track of the car’s pose for KAIST01, KAIST02, and KAIST03 after ~ 4.1 %, 7.4 %, and 12.0 % of the LiDAR frames, respectively.

The results, as presented in Tab. I indicate that MICP-L performs on par to KISS-ICP.

The visualization in RViz shows that MICP-L localized the car always successfully relative to the map. However, we observed that the map and ground truth trajectory do not match completely. Yet, the low APE and P2M errors show that MICP-L has a high localization accuracy while constantly having low registration errors.

The visualization in RViz shows that MICP-L localized the car always successfully relative to the map. However, we observed that the map and ground truth trajectory do not match completely. Yet, the low APE and P2M errors show that MICP-L has a high localization accuracy while constantly having low registration errors.
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The results of Tab. II showed that CPCs tend to produce (ours) trajectory on the Hilti and MulRan datasets.

TABLE I: Rate of successful registrations divided by the total number of unsuccessful registrations.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>RVC</th>
<th>P2M</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAIST01</td>
<td>41.66%</td>
<td>43.76%</td>
</tr>
<tr>
<td>KAIST02</td>
<td>41.47%</td>
<td>46.94%</td>
</tr>
<tr>
<td>KAIST03</td>
<td>36.60%</td>
<td>46.32%</td>
</tr>
<tr>
<td>LAB02</td>
<td>100.0%</td>
<td>4.7cm</td>
</tr>
<tr>
<td>LAB01</td>
<td>100.0%</td>
<td>6.0cm</td>
</tr>
<tr>
<td>UZH02</td>
<td>100.0%</td>
<td>11.9cm</td>
</tr>
<tr>
<td>UZH05</td>
<td>100.0%</td>
<td>10.1cm</td>
</tr>
</tbody>
</table>

B. Convergence Study

MICP-L implements both ray casting correspondences (RCC) and standard closest point correspondences (CPC). The results of Tab. II showed that CPCs tend to produce more accurate results in the outdoors domain. However, for most indoor scenarios, we observed that using RCCs leads to localization results more accurate and more robust to erroneous initial pose guesses.

To show this, we experimented in the simulated AVZ world and measured the convergence rate and registration accuracy for both correspondence types. We placed a virtual robot in the center of a room and simulated a Velodyne VLP-16 scan. Then, we drew 512 random positions from a circular uniform distribution around the actual position of the robot. Together with an unchanged orientation, these random positions serve as initial guesses for registration. After 50 iterations using either RCCs or CPCs as correspondences, we measured the rate of successful convergence – number of successful registrations divided by the total number of initial guesses – as well as the APE of each estimated pose to the ground truth pose. This experiment was repeated in every room available in the AVZ world. We tracked the APE and convergence rates while increasing the radius of the uniform sample distribution. The averaged results over all rooms are shown in Fig. 10.

The results confirm our initial thesis. Especially when we...
observed the convergences of the CPC, it often happened that the scan was matched to the opposite side of the wall. Then optimization reached a local minimum and ended. In contrast, with ray casting we automatically find the nearest surface as correspondence, thus, it is more likely to be “next” to the robot.

C. Computational Demands

First, we analyze the run time of our GPU and CPU implementation, considering varying map sizes, and different computing devices. The computers used in experiments are listed in Table III. For each of the experiments shown in Fig. 11 we measured the run time for a Velodyne VLP-16 LiDAR as a virtual sensor. The VLP-16 has 16 scan lines and operates with frame rates up to 20 Hz. In the horizontal direction, the number of points is adjustable. In our experiments, we used 900 horizontal points, requiring the calculation of 14,400 RCCs. Next, we spawned 1,000 random pose guesses inside an automatically generated sphere and simulated a VLP-16 scan at the sphere’s center. Afterwards, we used MICP-L to register this scan from each pose estimate against the sphere, so that every random pose estimate converges at the center of the sphere. We measured the run times per correction step for different numbers of sphere triangles on all devices listed in Table III. The results are summarized in Fig. 11. The experiments show that our proposed algorithm is online capable in 3D maps consisting of many triangles. With the Intel NUC’s RTX hardware-acceleration, a VLP-16 scan is corrected about 850,000 times in a map of 1 million (M) faces between two scans.

In a second experiment, we measured each component of MICP-L (Fig. 4) for all considered devices by spawning a sphere consisting of 1 million (M) faces and registering 1,000 poses simultaneously against the mesh. The results in Table IV provide an overview of how much time each stage of the correction needs in relation to the total computation time. They show by utilizing more specialized hardware, the bottleneck associated with complex ray casting calculations becomes less significant.

The experiments were conducted using purely synthetic data; however, the findings are directly applicable to real data. This is because the runtime mostly depends on finding the RCCs which is not affected by the noise of a real sensor.

V. CONCLUSION

We presented MICP-L, an approach to robustly localize a robot equipped with one or more range sensors in triangle mesh maps of large scale. MICP-L is specifically designed for robotic applications, due to its compatibility with arbitrary combinations of range sensors. The required computational steps can be flexibly distributed to both CPU and GPU, making our method adaptable to diverse robotic platforms and target architectures. Our method was evaluated in terms of localization performance across the domains of agriculture, drones, and automotive applications. We showed that our method is on par with KISS-ICP and more reliable than PUMA for outdoors domains. In addition, with our hardware-accelerated approach of computing ray casting correspondences, we showed significant advantages over classic closest point correspondences in terms of runtime, convergence rate and registration accuracy for indoor domains. MICP-L has been successfully integrated into a state-of-the-art mesh navigation software that enables AGVs to navigate safely and autonomously in a variety of scenarios.

In our forthcoming research, we will focus on the global localization problem through a multimodal approach to state estimation. Moreover, we have identified that our localization method automatically distinguishes range measurements into map and non-map points. We intend to utilize this capability as a preprocessing stage to accelerate and enhance obstacle detection algorithms.
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